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We introduce a method, based on the linearization of the band dispersion, to include intraband contributions
in ab initio calculations of the optical spectra of metals. We illustrate its application to cubic iron and hexago-
nal magnesium, by analyzing the contributions of interband and intraband transitions to the dielectric function
and the optical conductivity. These calculations demonstrate a way to compute the conductivity anisotropy of
noncubic metals without the need to resort to phenomenological parametrizations. In particular, we introduce
a method to recover the correct asymptotic trend of the response functions in the �→0 limit and hence
compare directly with the experimental static conductivity.
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I. INTRODUCTION

Optical properties of solids belong to the class of material
properties which can be successfully predicted by today’s
state of the art theoretical and numerical tools. In the case of
semiconductor and insulating materials, recent developments
allow one to go beyond the simple independent quasiparticle
approximation1 hence including electron-electron and
electron-hole interaction effects,2,3 and substantially improv-
ing the agreement with experimental data.

In the latest years, efficient methods have been introduced
in order to make calculations for nonmetallic systems faster
and more efficient.4–7 Metallic systems, on the other hand,
are generally not so badly described in the independent qua-
siparticle approximation because of the much more efficient
screening experienced by quasiparticles in metals. Even in
rather highly correlated systems such as the transition metals,
the simple random phase approximation �RPA� was shown to
work fairly well.8–11 However, the calculation of optical
spectra of gapless systems must face another difficulty,
which does not appear in semiconductors and insulators: the
necessity to include intraband transitions. The currently stan-
dard approach to intraband contributions relies on the deter-
mination of a single plasma frequency, leading to the addi-
tion of a phenomenological Drude contribution to the one
produced by the interband transitions.8 This simple “plasma
model” approach has two obvious shortcomings: �i� it is in-
trinsically isotropic, which is fine for cubic crystals but is
certainly inappropriate for noncubic metals and �ii� it ignores
the crystal local field �CLF�. Metallic screening is indeed
expected to mitigate the effect of CLF but, for consistency
sake, the fully ab initio inclusion of CLF is desirable any-
way. In Ref. 10 an approximate treatment was proposed;
more recently a rather intricate method based on time-
dependent current-density-functional theory has also been
applied to metals.12

In the present work we propose an approach for accurate
and systematic inclusion of intraband contributions to the
optical response on the same footing as interband ones, thus
avoiding the discussed limitations. This method has the ad-
vantage of involving a simple and straightforward physical
formalism, and is not especially computationally expensive.

To include interband transitions explicitly, one should, in
principle, evaluate the long-wavelength response by consid-
ering intraband transitions down to a very small momentum
transfer q. However, such a “brute-force” approach, besides
adding significant computational overhead, in practice fails
for a q small enough to address the Drude response in the far
infrared, because of numerical instabilities due to the close-
ness in energy of the relevant initial and final states. To pre-
vent such numerical instabilities we evaluate the difference
of energies by an expansion of the dispersion to first order in
q. The explicit inclusion of the intraband transitions into the
independent-particle response function allows, differently
from plasma models, a full treatment of the CLF, plus the
straightforward possibility to treat anisotropic systems. In
particular we obtain an ab initio determination of the aniso-
tropy in the static conductivity.

We apply this method to isotropic and magnetic bulk iron
and to weakly anisotropic bulk magnesium. We compare the
computed optical properties of bulk iron with the measure-
ments obtained by ellipsometry,13–17 reflectance,18–20 optical
absorption, and thermoreflectance.21 Similarly, we compare
the computed spectra of magnesium with experiments done
on polycrystalline samples15 and on single crystals,22–24

where anisotropy is accessed.
This paper is organized as follows: in Sec. II we review

the theoretical background and the method used to take the
intraband transitions into full account. We proceed to discuss
its application to iron in Sec. III and to magnesium in Sec.
IV. We then discuss the results in Sec. V.

II. METHODS

In the equations, we adopt the standard system of atomic
units, based on me=�=qe

2 / �4��0�=1, so that, e.g., energies
and angular frequencies are measured in Hartree �Ha�, and
lengths in Bohr radii �a0�. When displaying optical spectra,
we will usually revert to more familiar electron volt energy
units.

A. General background

The optical properties of solids are given by the long-
wavelength limit of the macroscopic dielectric function,
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which is obtained from the average of its inverse micro-
scopic counterpart over a unit cell25,26 as

�M�q,�� =
1

��G,G�
−1 �q,���0,0

. �1�

Here �M is the macroscopic dielectric function and
�G,G��q ,�� is the microscopic one, which is a function of the
radiation frequency � and momentum q, and a matrix in-
dexed by the reciprocal-lattice vectors. The theoretical deter-
mination of the inverse microscopic dielectric function is
usually based on the evaluation of the dynamical density-
density response function �, to which �−1 is related by

�G,G�
−1 �q,�� = �G,G� + Tr��vC�q + G���,��G,G��q,��� , �2�

where vC is the Coulomb potential and � ,�� are the spin
variables. The time-dependent density-functional theory
�TDDFT� in the linear-response regime27,28 provides a stan-
dard method to compute �. Within this approach, � is the
solution of the following Dyson-type equation

��,��,G,G��q,�� = ��,��,G,G�
�0� �q,��

+ �
�1,�2,G1,G2

��,�1,G,G1

�0� �q,���vc�q + G1�

+ fxc�1,�2,G1,G2
�q,�����2,��,G2,G��q,�� .

�3�

The exchange and correlation kernel fxc in Eq. �3� is defined
as the functional derivative of the DFT exchange and corre-
lation potential Vxc with respect to density.29 As Vxc is known
only approximately, also fxc is. In the present work we as-
sume the RPA, �i.e., fxc�0�. In this approximation, a direct
relation of the dielectric response function to ��0� is well
known30

�G,G�
RPA �q,�� = �G,G� − Tr��vC�q + G���,��G,G�

�0� �q,��� . �4�

This assumption is reasonable for the study of optical spec-
troscopies, where the long-wavelength q→0 limit applies: in
this limit all standard more refined TDDFT kernel approxi-
mations are limited functions, which, at least for the G1=0
terms are therefore tiny corrections31 to the diverging Cou-
lomb potential vc�q�=4� / �q�2. We compute the independent-
particle response function ��0� of Eq. �3�, using the well-
established expression25,26

��,��,G,G�
�0� �q,�� = −

1

	
��,��


 �
j,j�
�

	

d3k
f�� j�,��k + q�� − f�� j,��k��

�+ − �� j�,��k + q� − � j,��k��


 �̃ j,j�,�,G�k,q��̃ j,j�,�,G�
� �k,q� , �5�

where f��� is the Fermi occupation distribution, �̃ j,j�,�,G�k ,q�
are the matrix elements 	k , j ,��e−i�q+G�·r̂�k+q , j� ,�
, and
� j,��k� is the Kohn-Sham band energy corresponding to state
�k , j ,�
. The frequency �+ at the denominator includes a
small imaginary part that accounts phenomenologically for

the lifetime of the band states and helps the calculation to
avoid the excitation poles. Equation �5� hence yields a causal
response function in the complex � space.

The long-wavelength limit q→0 of Eq. �5�, relevant for
the optical properties, cannot be evaluated naively, due to the
vanishing of specific factors in Eq. �5�, namely: �i� for inter-
band transitions �j� j��, the matrix element �̃ j,j�,�,G�k ,q
→0� vanishes for G=0 and �ii� for intraband terms �j= j��, it
is the turn of the difference in occupancies to vanish. In both
cases, the small-q asymptotics of ��0� provides the leading
contribution in the multiplication of Eq. �4� by the diverging
vc�q�=4� / �q�2.

In the calculations for nonmetallic compounds, where
only the first problem is relevant, the standard workaround to
evaluate the correct limit of the matrix element1,32 expands
its operatorial part in this form

	k, j,��e−iq·r̂�k + q, j�,�
 = � j,j�

+
q · 	k, j,��i � + i�Vnl,r��k, j�,�


� j�,��k� − � j,��k�

+ O�q�2, �6�

where the commutator �Vnl ,r� is only needed when a nonlo-
cal pseudopotential approach is used to account for the core
electrons. This approach is valid also for interband contribu-
tion to the response function of metals.

The intraband �j= j�� transitions contribute to the response
function ��0� of metallic bands, in a way which is difficult to
evaluate numerically, because of the extremely small energy
difference between � j�,��k+q� and � j�,��k�. This tiny energy
difference produces a tiny difference in the occupancies in
the numerator of Eq. �5�, computed according to Fermi oc-
cupancy factors f��� for a small but finite fictitious electronic
temperature Tsmear. In the infrared region of frequencies,
these tiny occupancy differences are the responsible for the
actual value of the computed dielectric function and suffer
greatly from the numerical noise in the determination of the
band energies. In the present work we propose a numerically
stable method to evaluate the intraband contribution of these
transitions across the Fermi surface.

B. Intraband contribution

To compute the intraband contribution ��0�intra to the
independent-particle response function we expand in power
of q both the matrix elements �as for the interband part� and
the band dispersion � j,��k� in Eq. �5�. We carry out this ex-
pansion around each k point of the mesh where we compute
the Kohn-Sham eigenfunctions and eigenenergies. In order to
preserve the time-reversal symmetry, it is convenient to use
the expansion to estimate the band energies at the nearby
points k
q /2 so that the contributions of points k and −k
remain identical.

The power expansion of the intraband energy difference at
the denominator of Eq. �5� takes hence the well-known
form33
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�� j,��k� = � j,��k +
1

2
q� − � j,��k −

1

2
q�


 q · �k� j,��k� + O�q�3. �7�

This expression allows us to evaluate also the difference of
the occupancies at the numerator of Eq. �5�. Rather than
expanding the highly nonlinear Fermi function, we prefer to
consider the small-q expansion of its argument and take the
explicit difference

�f j,��k� 
 f�� j,��k� +
�� j,��k�

2
� − f�� j,��k� −

�� j,��k�
2

� .

�8�

The other ingredient in ��0�intra, namely �̃ j,j,�,G�k ,q�, has a
finite q→0 limit, which means that we can evaluate it di-
rectly at q=0, without the need of expansion �6� needed for
the interband case j� j�. By observing that �̃ j,j,�,G�−k ,q�
= �̃ j,j,�,G�k ,q�, and putting everything together, the intraband
contribution to the independent-electron polarizability takes
the form

�G,G�
�0�intra�q,�� = −

1

2	
�

j
�
�
�

	

d3k�f j,��k�� 1

�+ − �� j,��k�

−
1

�+ + �� j,��k���̃ j,j,�,G�k,0��̃ j,j,�,G�
� �k,0� .

�9�

The summation in the square brackets implements the time-
reversal symmetry even when the k-point mesh does not.

When Eq. �9� is applied to the one band of the homoge-
neous electron gas, it produces the Lindhard function.34 It is
known35,36 that the assumption of a constant imaginary part
of the frequency �+ does not describe correctly the Drude
behavior37 of the imaginary part of the dielectric function �2
in the �→0 limit. In detail, �2��−3 �rather than the correct
�2��−1� fails to reproduce the physical limit of a constant
static conductivity but rather yields an unphysical diverging
�as ��−2� conductivity. This difficulty is not restricted to the
homogeneous electron gas, but is a general property of Eq.
�9�, regardless of the underlying �metallic� band structure. In
this paper we suggest a simple and rather natural solution of
this problem, consisting in the calculation of ��0� along a
path in the complex frequency plane not parallel to the real
axis, i.e., we introduce a suitable frequency dependency of
the imaginary part of �+. Explicitly, we take

�+ = ���� + i�� �10�

with real �. As sketched in Fig. 1, for sufficiently large �
��, we have an essentially constant imaginary part of �+


�+ i �
2 , while for small ���, we have

�+ 
 ei��/4�����1 −
i

2

�

�
� �11�

with real and imaginary parts which tend to coincide in the
small-frequency limit. For �2, this specific choice produces
the expected smooth switching from the �2
�p

2� /�3 �char-
acteristic of the near-infrared region� to the small-frequency

Drude behavior �2
�p
2 / ����, where �p is the plasma fre-

quency. The parameter � accounts for all scattering pro-
cesses that the electrons undergo and that attribute a finite
lifetime to the Bloch states. Even though more refined and
detailed methods to address the Drude behavior36 are avail-
able, we suggest that the simple complex-plane path defined
by Eq. �10� could be used effectively in all calculations of
the response of metals.

In an actual numerical calculation of ��0�intra, the crucial
ingredient �� j,��k� is evaluated according to Eq. �7� by
means of the band-energy gradient, which is obtained in
terms of the Bloch velocity matrix element37

�k� j,��k� = 	k, j,��
dr

dt
�k, j,�


= 	k, j,��i�H,r��k, j,�


= 	k, j,��p�k, j,�
 + 	k, j,��i�Vnl,r��k, j,�
 .

�12�

Similar to the standard expansion �6� of the matrix elements
needed for interband terms, also Eq. �12� contains a nonlocal
contribution whenever pseudopotentials are used.

C. Computation details

We start from the electronic ground states of Fe and Mg
determined within the DFT in the local spin density approxi-
mation �LSDA� in the Perdew-Wang parameterization,38 and
using the respective experimental structures.39 We carry out
the calculations using the ab initio plane-wave package
ABINIT,40–42 and norm-conserving Troullier-Martins43

pseudopotentials. With a cut-off energy Ecut=30 Ha for Fe
and 15 Ha for Mg we obtain bands energies converged
within 2 meV up to approximately 90 eV above the Fermi
level.

For the ground-state calculations, we find that a shifted
16
16
16 Monkorst-Pack k-points mesh, represented by
140 points in the irreducible Brillouin zone �BZ� of iron and
270 of magnesium, provides good convergence with an oc-
cupancy smearing temperature Tsmear=0.007 Ha for Fe and
0.005 Ha for Mg. We take the resulting Kohn-Sham wave
functions and energies as the staring point for the linear-

0 1 2

Re(ω+)

0

0.05

0.1

0.15

Im
(ω

+ )

Im(ω+
)/Re(ω+

) ~ 1

Im(ω+
) ~ η/2

η = 0.3

FIG. 1. �Color online� The path followed by the complex fre-
quency �+, Eq. �10�, to have Eq. �9� generate the correct Drude
behavior of metallic solids.
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response calculations, which we carry out according to the
formulas described in Sec. II, which we implement in an
in-house adaptation of the DP code.44 For the TDDFT calcu-
lations we verify that a random sampling of the BZ con-
verges faster than a uniform mesh.45 In addition, a random
sampling also makes it simpler to enlarge the k-point sam-
pling systematically, if needed. A mesh of 40 000 random k
points is generally sufficient, in association with a Fermi-
function smearing of the electronic occupancies f��� based
on a smearing temperature of Tsmear=1
10−5 Ha

0.27 meV
3.2 K. CLF effects are taken into account ac-
cording to Eq. �2� by inverting the � matrix on a basis of 55
G vectors for iron and 43 G vectors for magnesium.

For cubic, thus isotropic, iron it is sufficient to evaluate
the response functions at one small �but necessarily finite�
transferred momentum that we arbitrarily set to q
= �5.80,4.64,3.48�
10−6a0

−1. Indeed, we have verified that
for a momentum of the same size but pointing in a different
direction the resulting spectra are the same within the uncer-
tainty related to the unsymmetrized k-point mesh. To evalu-
ate the anisotropic response of magnesium we perform cal-
culations for two polarization vectors: one in the hexagonal
plane �q= �1.03,−0.60,0�
10−7a0

−1� and one in the perpen-
dicular direction �q= �0,0 ,0.63�
10−7a0

−1�. Of course, as we
verified, the response function is the same for q within the
entire xy plane. It is necessary to select q vectors of such a
tiny length to avoid finite-q artifacts in the small-� behavior
of the response function.

While all parameters discussed above are not especially
critical, and allow us to obtain stable and well-converged
spectra through the whole frequency range investigated in
the present work, a much more delicate role is played by the
small imaginary part � of Eq. �10�. � mimics the finite qua-
siparticle lifetime, mainly due to electrons scattering against
phonons and/or crystal defects.8 A microscopic fully ab initio
approach to the lifetime contribution � j�j,��k+q ,k� of each
pair of states in Eq. �5�, would, in principle, require the
evaluation of the electron-phonon and electron-defect cou-
pling of each individual band state, a cumbersome procedure
indeed. In the present work we assume phenomenological
estimations of � based on the available experimental data.
We shall content ourselves with allowing for different values
of � for the intraband and interband contributions to ��0�. For
Fe, we adjust the intraband � to the infrared ellipsometry
data of Refs. 15 and 16 �from 0.018 to 0.049 eV�, obtaining
�=4.60 meV. For Mg, the available data15 in the range
0.25–0.35 eV are compatible with �=140 meV.46 For both
metals, we broaden the interband contributions to the spec-
trum with a width �=50 meV that allows the spectral fea-
tures to show in a way quite comparable to experiment.

III. IRON

A. Electronic structure

Figure 2 displays the computed spin-resolved band struc-
ture and the corresponding density of states �DOS�. The con-
verged DOS represented in Fig. 2 is obtained with a random
sampling of 5000 k points in the whole BZ. At the Fermi
level, the total DOS is NEF

=0.970 states /eV /atom, signifi-

cantly larger than the experimental value NEF
=0.503 states /eV /atom.47 This discrepancy was already dis-
cussed in previous work48 and attributed to a mass enhance-
ment due to interactions of electrons with phonons and mag-
nons.

We compare our band structure with previous
calculations49–58 and with experimental data.59,60 We verify
that, even though LSDA and generalized gradient approxi-
mation would yield significant differences, in particular, in
equilibrium structure,61 the electronic properties calculated
for the experimental lattice structure62 within either approxi-
mations are similar, making LSDA satisfactory for our pur-
poses. In particular, the DFT-LSDA calculations yield a mag-
netization of 2.20 �B per cell, very similar to the
experimental magnetization of 2.22 �B.60

B. Excited-state properties

Figure 3 reports the computed dielectric function, and
compares it to the one obtained by including intraband and
interband contributions separately in ��0�. Even though, due
to CLF, the total dielectric function is not, strictly speaking,
the sum of intraband and interband contributions, it is evi-
dent that intraband response dominates at low frequency �
�0.5 eV, while interband takes over for optical frequencies.
Note in particular that the infrared region �inset� displays the
appropriate power laws, with the correct overall scale due to
the value of � being fitted precisely to the near-infrared part
of the experimental spectrum. Note the expected power-law
crossover from �2
�p

2 / ���� to �2
�p
2� /�3 occurring near

�
�, reflecting the standard Drude behavior.63

Figure 3 compares the computed dielectric function to
experimental data obtained by ellipsometry15 and reflectance
measurements.19 The visible-UV region shows overall agree-
ment of the few discernible experimental features. The fea-
tures of the interband spectral are more evident in the optical
conductivity

���� = − i
�

4�
����� − 1� �13�

as reported in Fig. 4. The RPA spectrum displays prominent
spectral features at 2.8, 5.2, 6.5, and 10.5 eV. In the 1–8 eV

12
[states/eV/atom]
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FIG. 2. �Color online� The spin-resolved DOS �left� and band
structure of BCC iron computed along the standard high symmetry
directions of the BZ, as depicted inside the BZ of a bcc crystal
drawn in the inset. Majority electrons: solid lines; minority: dashed
lines. The energy reference is taken at the Fermi level.
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range, computed features correspond to experimental ones
appearing as a broad peak near 2.7 eV and minor features
around 6 eV. Above 8 eV, the experimental data display a flat
region with a weakly raising trend near 12 eV. The computed
absolute value of � and the general spectral shape are hence
in fair agreement with the measured ones, especially below 8
eV. Discrepancies in the 8–12 eV features might be due to
lifetime and correlation effects not accounted for in the
present simple model,10 and which might be captured by a
more refined theoretical approach, such as GW �Refs. 65 and
66� or Bethe-Salpeter calculation.67 A detailed analysis indi-
cates that the structures around 2.8 and 6.5 eV are mainly
due to the minority spin while the majority spin dominates
the intraband contribution and the region above 8 eV.

The inset of Fig. 4 zooms into the intraband region, and
shows, in particular, that the computed static conductivity

��0�=1.4
1018 s−1, equivalent to 1.55
108 �	 m�−1, falls
in the range of measured low-temperature resistivities.64 It is
interesting to note that the considered lifetime �=� /�
=1.43
10−13 s of the band states is substantially larger than
the estimate that one would obtain from a free-electron
model37 �fem=me��0� / �nqe

2�=3.25
10−14 s with the appro-
priate number density n, and the same static conductivity
��0�.

IV. MAGNESIUM

A. Electronic structure

The starting point of the analysis of Mg is the calculation
of its electronic structure, which we carry out for its experi-
mental crystal structure.68 The resulting band structure and
the corresponding DOS �computed on a 16
16
16
Monkorst-Pack mesh using the tetrahedron method�, re-
ported in Fig. 5, confirms that indeed Mg is a free-electron-
like metal, as was already assessed by previous
investigations.69–71 Only weak asymmetries in the electron-
gas response are therefore to be expected due to its hexago-
nal crystal structure.

B. Excited-state properties

The response function, computed for light polarized per-
pendicular and parallel to the hexagonal crystal c axis, is
reported in Fig. 6. The calculations predict a significant an-
isotropy in the spectral region near 0.7 eV, mainly associated
to interband transitions. In particular, near 0.7 eV the com-
puted spectra predict a stronger absorption in the basal plane
than along the c axis, in accord with single-crystal experi-
mental evidence.22–24

The anisotropy in the Drude region is more evident in the
optical conductivity as reported in Fig. 7. In this spectral
region the anisotropy is opposite to the one of the 0.7 eV
peak, namely, � is larger for c-axis polarization than in the
basal plane, but the difference is rather modest, of the order
30%. To resolve such a weak anisotropy the use of an ex-
plicit k-point mesh symmetrization was crucial.
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FIG. 3. �Color online� Imaginary �top� and real �bottom� parts of
the computed dielectric function �solid� of iron, resolved in its in-
terband �dot-dashed line� and intraband �dashed line� contributions.
Experimental data from Ref. 15 �crosses� and 19 �dots� are repro-
duced for comparison. Inset: the infrared region in a log-log scale,
displaying the ��−1 and ��−3 power-law behaviors of �2 in the far-
and near-infrared regions.
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FIG. 4. �Color online� Comparison between optical conductivity
measurements �Refs. 15 and 19� and the present calculation �RPA
with the inclusion of CLF and intraband transitions�. Inset: a log-
log blowup of the low-energy region with the experimental static
conductivity values at three temperatures �Ref. 64�. For conductiv-
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FIG. 5. �Color online� The DOS �left� and band structure of hcp
magnesium computed along the path in the BZ, depicted in the
inset. The energy reference is taken at the Fermi level.
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The inset of Fig. 7 zooms into the intraband region, and
shows, in particular, that the computed static conductivity
��0�=6.5·1016 s−1 �in plane� and ��0�=8.7
1016 s−1 �c
axis�, is slightly smaller than the measured room temperature
resistivity of magnesium.64 This is probably due to a overes-
timation of � as derived from the data of Ref. 15. The con-
sidered lifetime �=� /�=4.7
10−15 s of the band states is
in substantial agreement with the estimate that one would
obtain from a free-electron model �fem=me��0� / �nqe

2�=3.3

10−15 s, with the appropriate number density n and a di-
rection averaged static conductivity ��0�. The agreement of
the simple free-electron formula here is much better than for
iron, as is to be expected of a simple metal such as magne-
sium.

V. DISCUSSION

In this work we introduce a simple method, based on the
linearization of the band dispersion, to deal with the ab initio
calculation of the intraband contributions to the optical spec-
tra of metals. Calculations within a simple RPA show signifi-
cant accord with the experimentally observed spectral fea-
tures, and, in particular, the infrared behavior is captured
quantitatively. The introduction of a scattering rate for the
electrons at the Fermi level as the one phenomenological

parameter needed to describe the finite lifetime of the band
states and the use of an appropriate path in the complex-�
plane allow us to compute seamlessly the conductivity from
the optical region down to the infrared range and to its static
limit. In noncubic metals such as magnesium, the determina-
tion of the anisotropic optical conductivity is straightfor-
ward, without the need to resort to artificial parametrization
involving, for example, multiple plasmon energies.72

As a technical, but significant, point, within the adopted
plane-wave pseudopotential scheme, we observe that it is
essential to include the nonlocal part of the pseudopotential
in the calculation of both interband and intraband contribu-
tions to the spectra, as it was noted for the interband transi-
tions of copper.10 In particular, for iron we verified that the
omission of the nonlocal part of the pseudopotential pro-
duces a substantial distortion of the spectrum, especially in
the 0.5–2 eV range, where �1 even acquires the wrong sign.
Note however that the proposed approach is not restricted to
this basis scheme, but can be used, for example, in an all-
electron calculation.
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